**Introduction**

In the below of this series, we looked at writing R functions that can be executed directly by Spark without serialization overhead with a focus on writing functions as combinations of dplyr verbs and investigated how the SQL is generated and Spark plans created.

First, we will attach the needed packages and copy some test data from the nycflights13 package into our local Spark instance:

# Load packages

suppressPackageStartupMessages({

library(sparklyr)

library(dplyr)

library(nycflights13)

})

# Prepare the data

weather <- nycflights13::weather %>%

mutate(id = 1L:nrow(nycflights13::weather)) %>%

select(id, everything())

# Connect

sc <- sparklyr::spark\_connect(master = "local")

# Copy the weather dataset to the instance

tbl\_weather <- dplyr::copy\_to(

dest = sc,

df = weather,

name = "weather",

overwrite = TRUE

)

# Copy the flights dataset to the instance

tbl\_flights <- dplyr::copy\_to(

dest = sc,

df = nycflights13::flights,

name = "flights",

overwrite = TRUE

)

**R functions as combinations of dplyr verbs and Spark**

One of the approaches to retain the performance of Spark with arbitrary R functionality is to carefully design our functions such that in its entirety when using it with sparklyr, the function call can be translated directly to Spark SQL using dbplyr.

This allows us to write, package, test, and document the functions as we normally would, while still getting the performance benefits of Apache Spark.

Let’s look at an example where we would like to do simple transformations of data stored in a column of a data frame, such as normalization of one of the columns. For illustration purposes, we will normalize the values of a column by first subtracting the mean value and then dividing the values by the standard deviation.

**Trying it with base R functions**

The first attempt could be quite simple, we could attempt to take advantage of R’s base function scale() to do the work for us:

normalize\_dplyr\_scale <- function(df, col, newColName) {

df %>% mutate(!!newColName := scale({{col}}))

}

This function would work fine with a local data frame such as weather:

weather %>%

normalize\_dplyr\_scale(temp, "normTemp") %>%

select(id, temp, normTemp)

## # A tibble: 26,115 x 3

## id temp normTemp[,1]

## <int> <dbl> <dbl>

## 1 1 39.0 -0.913

## 2 2 39.0 -0.913

## 3 3 39.0 -0.913

## 4 4 39.9 -0.862

## 5 5 39.0 -0.913

## 6 6 37.9 -0.974

## 7 7 39.0 -0.913

## 8 8 39.9 -0.862

## 9 9 39.9 -0.862

## 10 10 41 -0.802

## # … with 26,105 more rows

However for a Spark DataFrame this would throw an error. This is because the base R function scale() is not translated by dbplyr at the moment and it is not a Hive built-in function either:

tbl\_weather %>%

normalize\_dplyr\_scale(temp, "normTemp") %>%

select(id, temp, normTemp)

Error: org.apache.spark.sql.AnalysisException: Undefined function: 'scale'.

**Using a combination of supported dplyr verbs and operations**

To run the function successfully, we will need to rewrite it as a combination of functions and operations that are supported by the dbplyr translation to Spark SQL. One example implementation is as follows:

normalize\_dplyr <- function(df, col, newColName) {

df %>% mutate(

!!newColName := ({{col}} - mean({{col}}, na.rm = TRUE)) /

sd({{col}}, na.rm = TRUE)

)

}

Using this function yields the desired results for both local and Spark data frames:

# Local data frame

weather %>%

normalize\_dplyr(temp, "normTemp") %>%

select(id, temp, normTemp)

## # A tibble: 26,115 x 3

## id temp normTemp

## <int> <dbl> <dbl>

## 1 1 39.0 -0.913

## 2 2 39.0 -0.913

## 3 3 39.0 -0.913

## 4 4 39.9 -0.862

## 5 5 39.0 -0.913

## 6 6 37.9 -0.974

## 7 7 39.0 -0.913

## 8 8 39.9 -0.862

## 9 9 39.9 -0.862

## 10 10 41 -0.802

## # … with 26,105 more rows

# Spark DataFrame

tbl\_weather %>%

normalize\_dplyr(temp, "normTemp") %>%

select(id, temp, normTemp) %>%

collect()

## # A tibble: 26,115 x 3

## id temp normTemp

## <int> <dbl> <dbl>

## 1 1 39.0 -0.913

## 2 2 39.0 -0.913

## 3 3 39.0 -0.913

## 4 4 39.9 -0.862

## 5 5 39.0 -0.913

## 6 6 37.9 -0.974

## 7 7 39.0 -0.913

## 8 8 39.9 -0.862

## 9 9 39.9 -0.862

## 10 10 41 -0.802

## # … with 26,105 more rows

**Investigating the SQL translation and its Spark plan**

Another advantage of this approach is that we can investigate the plan by which the actions will be executed by Spark using the explain() function from the dplyr package. This will print both the SQL query constructed by dbplyr and the plan generated by Spark, which can help us investigate performance issues:

tbl\_weather %>%

normalize\_dplyr(temp, "normTemp") %>%

dplyr::explain()

## <SQL>

## SELECT `id`, `origin`, `year`, `month`, `day`, `hour`, `temp`, `dewp`, `humid`, `wind\_dir`, `wind\_speed`, `wind\_gust`, `precip`, `pressure`, `visib`, `time\_hour`, (`temp` - AVG(`temp`) OVER ()) / stddev\_samp(`temp`) OVER () AS `normTemp`

## FROM `weather`

##

## <PLAN>

## == Physical Plan ==

## \*(1) Project [id#24, origin#25, year#26, month#27, day#28, hour#29, temp#30, dewp#31, humid#32, wind\_dir#33, wind\_speed#34, wind\_gust#35, precip#36, pressure#37, visib#38, time\_hour#39, ((temp#30 - \_we0#948) / \_we1#949) AS normTemp#934]

## +- Window [avg(temp#30) windowspecdefinition(specifiedwindowframe(RowFrame, unboundedpreceding$(), unboundedfollowing$())) AS \_we0#948, stddev\_samp(temp#30) windowspecdefinition(specifiedwindowframe(RowFrame, unboundedpreceding$(), unboundedfollowing$())) AS \_we1#949]

## +- Exchange SinglePartition

## +- InMemoryTableScan [id#24, origin#25, year#26, month#27, day#28, hour#29, temp#30, dewp#31, humid#32, wind\_dir#33, wind\_speed#34, wind\_gust#35, precip#36, pressure#37, visib#38, time\_hour#39]

## +- InMemoryRelation [id#24, origin#25, year#26, month#27, day#28, hour#29, temp#30, dewp#31, humid#32, wind\_dir#33, wind\_speed#34, wind\_gust#35, precip#36, pressure#37, visib#38, time\_hour#39], StorageLevel(disk, memory, deserialized, 1 replicas)

## +- Scan ExistingRDD[id#24,origin#25,year#26,month#27,day#28,hour#29,temp#30,dewp#31,humid#32,wind\_dir#33,wind\_speed#34,wind\_gust#35,precip#36,pressure#37,visib#38,time\_hour#39]

If we are only interested in the SQL itself as a character string, we can use dbplyr’s sql\_render():

tbl\_weather %>%

normalize\_dplyr(temp, "normTemp") %>%

dbplyr::sql\_render() %>%

unclass()

## [1] "SELECT `id`, `origin`, `year`, `month`, `day`, `hour`, `temp`, `dewp`, `humid`, `wind\_dir`, `wind\_speed`, `wind\_gust`, `precip`, `pressure`, `visib`, `time\_hour`, (`temp` - AVG(`temp`) OVER ()) / stddev\_samp(`temp`) OVER () AS `normTemp`\nFROM `weather`"

**A more complex use case - Joins, group bys, and aggregations**

The dplyr syntax makes it very easy to construct more complex aggregations across multiple Spark DataFrames. An example of a function that joins 2 Spark DataFrames and computes a mean of a selected column, grouped by another column can look as follows:

joingrpagg\_dplyr <- function(

df1, df2,

joinColNames = intersect(colnames(df1), colnames(df2)),

col, groupCol

) {

df1 %>%

right\_join(df2, by = joinColNames) %>%

group\_by({{groupCol}}) %>%

summarise(mean({{col}})) %>%

arrange({{groupCol}})

}

We can then use this function for instance to look at the mean arrival delay of flights grouped by visibility. Note that we are only collecting heavily aggregated data - 20 rows in total. The overhead of data transfer from the Spark instance to the R session is therefore small. Also, just assigning the function call to delay\_by\_visib does not actually execute or collect anything, execution really starts only when collect() is called:

delay\_by\_visib <- joingrpagg\_dplyr(

tbl\_flights, tbl\_weather,

col = arr\_delay, groupCol = visib

)

delay\_by\_visib %>% collect()

## Warning: Missing values are always removed in SQL.

## Use `mean(x, na.rm = TRUE)` to silence this warning

## This warning is displayed only once per session.

## # A tibble: 20 x 2

## visib `mean(arr\_delay)`

## <dbl> <dbl>

## 1 0 24.9

## 2 0.06 28.5

## 3 0.12 45.4

## 4 0.25 20.8

## 5 0.5 39.8

## 6 0.75 41.4

## 7 1 37.6

## 8 1.25 65.1

## 9 1.5 34.7

## 10 1.75 45.6

## 11 2 26.3

## 12 2.5 21.7

## 13 3 21.7

## 14 4 17.7

## 15 5 18.9

## 16 6 17.3

## 17 7 16.4

## 18 8 16.1

## 19 9 15.6

## 20 10 4.32

We can look at the plan and the generated SQL query as well:

delay\_by\_visib %>% dplyr::explain()

## <SQL>

## SELECT `visib`, AVG(`arr\_delay`) AS `mean(arr\_delay)`

## FROM (SELECT `RHS`.`year` AS `year`, `RHS`.`month` AS `month`, `RHS`.`day` AS `day`, `LHS`.`dep\_time` AS `dep\_time`, `LHS`.`sched\_dep\_time` AS `sched\_dep\_time`, `LHS`.`dep\_delay` AS `dep\_delay`, `LHS`.`arr\_time` AS `arr\_time`, `LHS`.`sched\_arr\_time` AS `sched\_arr\_time`, `LHS`.`arr\_delay` AS `arr\_delay`, `LHS`.`carrier` AS `carrier`, `LHS`.`flight` AS `flight`, `LHS`.`tailnum` AS `tailnum`, `RHS`.`origin` AS `origin`, `LHS`.`dest` AS `dest`, `LHS`.`air\_time` AS `air\_time`, `LHS`.`distance` AS `distance`, `RHS`.`hour` AS `hour`, `LHS`.`minute` AS `minute`, `RHS`.`time\_hour` AS `time\_hour`, `RHS`.`id` AS `id`, `RHS`.`temp` AS `temp`, `RHS`.`dewp` AS `dewp`, `RHS`.`humid` AS `humid`, `RHS`.`wind\_dir` AS `wind\_dir`, `RHS`.`wind\_speed` AS `wind\_speed`, `RHS`.`wind\_gust` AS `wind\_gust`, `RHS`.`precip` AS `precip`, `RHS`.`pressure` AS `pressure`, `RHS`.`visib` AS `visib`

## FROM `flights` AS `LHS`

## RIGHT JOIN `weather` AS `RHS`

## ON (`LHS`.`year` = `RHS`.`year` AND `LHS`.`month` = `RHS`.`month` AND `LHS`.`day` = `RHS`.`day` AND `LHS`.`origin` = `RHS`.`origin` AND `LHS`.`hour` = `RHS`.`hour` AND `LHS`.`time\_hour` = `RHS`.`time\_hour`)

## ) `dbplyr\_003`

## GROUP BY `visib`

## ORDER BY `visib`

##

## <PLAN>

## == Physical Plan ==

## \*(6) Sort [visib#38 ASC NULLS FIRST], true, 0

## +- Exchange rangepartitioning(visib#38 ASC NULLS FIRST, 2)

## +- \*(5) HashAggregate(keys=[visib#38], functions=[avg(arr\_delay#409)])

## +- Exchange hashpartitioning(visib#38, 2)

## +- \*(4) HashAggregate(keys=[visib#38], functions=[partial\_avg(arr\_delay#409)])

## +- \*(4) Project [arr\_delay#409, visib#38]

## +- SortMergeJoin [cast(year#401 as double), cast(month#402 as double), day#403, origin#413, hour#417, time\_hour#419], [year#26, month#27, day#28, origin#25, cast(hour#29 as double), time\_hour#39], RightOuter

## :- \*(2) Sort [cast(year#401 as double) ASC NULLS FIRST, cast(month#402 as double) ASC NULLS FIRST, day#403 ASC NULLS FIRST, origin#413 ASC NULLS FIRST, hour#417 ASC NULLS FIRST, time\_hour#419 ASC NULLS FIRST], false, 0

## : +- Exchange hashpartitioning(cast(year#401 as double), cast(month#402 as double), day#403, origin#413, hour#417, time\_hour#419, 2)

## : +- \*(1) Filter (((((isnotnull(month#402) && isnotnull(day#403)) && isnotnull(origin#413)) && isnotnull(year#401)) && isnotnull(time\_hour#419)) && isnotnull(hour#417))

## : +- InMemoryTableScan [year#401, month#402, day#403, arr\_delay#409, origin#413, hour#417, time\_hour#419], [isnotnull(month#402), isnotnull(day#403), isnotnull(origin#413), isnotnull(year#401), isnotnull(time\_hour#419), isnotnull(hour#417)]

## : +- InMemoryRelation [year#401, month#402, day#403, dep\_time#404, sched\_dep\_time#405, dep\_delay#406, arr\_time#407, sched\_arr\_time#408, arr\_delay#409, carrier#410, flight#411, tailnum#412, origin#413, dest#414, air\_time#415, distance#416, hour#417, minute#418, time\_hour#419], StorageLevel(disk, memory, deserialized, 1 replicas)

## : +- Scan ExistingRDD[year#401,month#402,day#403,dep\_time#404,sched\_dep\_time#405,dep\_delay#406,arr\_time#407,sched\_arr\_time#408,arr\_delay#409,carrier#410,flight#411,tailnum#412,origin#413,dest#414,air\_time#415,distance#416,hour#417,minute#418,time\_hour#419]

## +- \*(3) Sort [year#26 ASC NULLS FIRST, month#27 ASC NULLS FIRST, day#28 ASC NULLS FIRST, origin#25 ASC NULLS FIRST, cast(hour#29 as double) ASC NULLS FIRST, time\_hour#39 ASC NULLS FIRST], false, 0

## +- Exchange hashpartitioning(year#26, month#27, day#28, origin#25, cast(hour#29 as double), time\_hour#39, 2)

## +- InMemoryTableScan [origin#25, year#26, month#27, day#28, hour#29, visib#38, time\_hour#39]

## +- InMemoryRelation [id#24, origin#25, year#26, month#27, day#28, hour#29, temp#30, dewp#31, humid#32, wind\_dir#33, wind\_speed#34, wind\_gust#35, precip#36, pressure#37, visib#38, time\_hour#39], StorageLevel(disk, memory, deserialized, 1 replicas)

## +- Scan ExistingRDD[id#24,origin#25,year#26,month#27,day#28,hour#29,temp#30,dewp#31,humid#32,wind\_dir#33,wind\_speed#34,wind\_gust#35,precip#36,pressure#37,visib#38,time\_hour#39]

**Using the functions with local versus remote datasets**

Some of the appeal of the dplyr syntax comes from the fact that we can use the same functions to conveniently manipulate local data frames in memory and, with the very same code, data from remote sources such as relational databases, data.tables and even data within Spark.

This unified front-end, however, comes with some important differences that we must be aware of when applying and porting code from using it to manipulate and compute on local data versus on remote sources. The same holds for remote Spark DataFrames that we are manipulating when using dplyr functions.

An example of a different behavior is joining. The very simplest example - trying to inner join two tables can lead to a different amount of rows for the remote Spark DataFrames and the local R data frames:

bycols <- c("year", "month", "day", "origin", "hour", "time\_hour")

# Look at count of rows of Inner join of the Spark data frames

tbl\_flights %>% inner\_join(tbl\_weather, by = bycols) %>% count()

## # Source: spark<?> [?? x 1]

## n

## <dbl>

## 1 335096

# Look at count of rows of Inner join of the local data frames

flights %>% inner\_join(weather, by = bycols) %>% count()

## # A tibble: 1 x 1

## n

## <int>

## 1 335220

Another example of differences can arise from handling NA and NaN values:

# Create (lazy) left joins

joined\_spark <- tbl\_flights %>% left\_join(tbl\_weather, by = bycols) %>% collect()

joined\_local <- flights %>% left\_join(weather, by = bycols)

# Look at counts of NA values

joined\_local %>% filter(is.na(temp)) %>% count()

## # A tibble: 1 x 1

## n

## <int>

## 1 1573

joined\_spark %>% filter(is.na(temp)) %>% count()

## # A tibble: 1 x 1

## n

## <int>

## 1 1697

# Look at counts of NaN values

joined\_local %>% filter(is.nan(temp)) %>% count()

## # A tibble: 1 x 1

## n

## <int>

## 1 0

joined\_spark %>% filter(is.nan(temp)) %>% count()

## # A tibble: 1 x 1

## n

## <int>

## 1 1697

Special care must also be taken when dealing with date/time values and their time zones:

# Note the time\_hour values are different

weather %>% select(id, time\_hour)

## # A tibble: 26,115 x 2

## id time\_hour

## <int> <dttm>

## 1 1 2013-01-01 01:00:00

## 2 2 2013-01-01 02:00:00

## 3 3 2013-01-01 03:00:00

## 4 4 2013-01-01 04:00:00

## 5 5 2013-01-01 05:00:00

## 6 6 2013-01-01 06:00:00

## 7 7 2013-01-01 07:00:00

## 8 8 2013-01-01 08:00:00

## 9 9 2013-01-01 09:00:00

## 10 10 2013-01-01 10:00:00

## # … with 26,105 more rows

tbl\_weather %>% select(id, time\_hour)

## # Source: spark<?> [?? x 2]

## id time\_hour

## <int> <dttm>

## 1 1 2013-01-01 06:00:00

## 2 2 2013-01-01 07:00:00

## 3 3 2013-01-01 08:00:00

## 4 4 2013-01-01 09:00:00

## 5 5 2013-01-01 10:00:00

## 6 6 2013-01-01 11:00:00

## 7 7 2013-01-01 12:00:00

## 8 8 2013-01-01 13:00:00

## 9 9 2013-01-01 14:00:00

## 10 10 2013-01-01 15:00:00

## # … with more rows

In this third part, we will look at how to write R functions that generate SQL queries that can be executed by Spark, how to execute them with DBI and how to achieve lazy SQL statements that only get executed when needed. We also briefly present wrapping these approaches into functions that can be combined with other Spark operations.

**Preparation**

The full setup of Spark and sparklyr is not in the scope of this post, please check the above for some setup instructions and a ready-made Docker image.

# Load packages

suppressPackageStartupMessages({

library(sparklyr)

library(dplyr)

library(nycflights13)

})

# Prepare the data

weather <- nycflights13::weather %>%

mutate(id = 1L:nrow(nycflights13::weather)) %>%

select(id, everything())

# Connect

sc <- sparklyr::spark\_connect(master = "local")

# Copy the weather dataset to the instance

tbl\_weather <- dplyr::copy\_to(

dest = sc,

df = weather,

name = "weather",

overwrite = TRUE

)

# Copy the flights dataset to the instance

tbl\_flights <- dplyr::copy\_to(

dest = sc,

df = nycflights13::flights,

name = "flights",

overwrite = TRUE

)

**R functions as Spark SQL generators**

There are use cases where it is desirable to express the operations directly with SQL instead of combining dplyr verbs, for example when working within multi-language environments where re-usability is important. We can then send the SQL query directly to Spark to be executed. To create such queries, one option is to write R functions that work as query constructors.

Again using a very simple example, a naive implementation of column normalization could look as follows. Note that the use of SELECT \* is discouraged and only here for illustration purposes:

normalize\_sql <- function(df, colName, newColName) {

paste0(

"SELECT",

"\n ", df, ".\*", ",",

"\n (", colName, " - (SELECT avg(", colName, ") FROM ", df, "))",

" / ",

"(SELECT stddev\_samp(", colName,") FROM ", df, ") as ", newColName,

"\n", "FROM ", df

)

}

Using the weather dataset would then yield the following SQL query when normalizing the temp column:

normalize\_temp\_query <- normalize\_sql("weather", "temp", "normTemp")

cat(normalize\_temp\_query)

## SELECT

## weather.\*,

## (temp - (SELECT avg(temp) FROM weather)) / (SELECT stddev\_samp(temp) FROM weather) as normTemp

## FROM weather

Now that we have the query created, we can look at how to send it to Spark for execution.

![Apache Spark and R logos](data:image/png;base64,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)
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**Executing the generated queries via Spark**

**Using DBI as the interface**

The R package DBI provides an interface for communication between R and relational database management systems. We can simply use the dbGetQuery() function to execute our query, for instance:

res <- DBI::dbGetQuery(sc, statement = normalize\_temp\_query)

head(res)

## id origin year month day hour temp dewp humid wind\_dir wind\_speed

## 1 1 EWR 2013 1 1 1 39.02 26.06 59.37 270 10.35702

## 2 2 EWR 2013 1 1 2 39.02 26.96 61.63 250 8.05546

## 3 3 EWR 2013 1 1 3 39.02 28.04 64.43 240 11.50780

## 4 4 EWR 2013 1 1 4 39.92 28.04 62.21 250 12.65858

## 5 5 EWR 2013 1 1 5 39.02 28.04 64.43 260 12.65858

## 6 6 EWR 2013 1 1 6 37.94 28.04 67.21 240 11.50780

## wind\_gust precip pressure visib time\_hour normTemp

## 1 NaN 0 1012.0 10 2013-01-01 06:00:00 -0.9130047

## 2 NaN 0 1012.3 10 2013-01-01 07:00:00 -0.9130047

## 3 NaN 0 1012.5 10 2013-01-01 08:00:00 -0.9130047

## 4 NaN 0 1012.2 10 2013-01-01 09:00:00 -0.8624083

## 5 NaN 0 1011.9 10 2013-01-01 10:00:00 -0.9130047

## 6 NaN 0 1012.4 10 2013-01-01 11:00:00 -0.9737203

As we might have noticed thanks to the way the result is printed, a standard data frame is returned, as opposed to tibbles returned by most sparklyr operations.

It is important to note that using dbGetQuery() *automatically computes and collects* the results to the R session. This is in contrast with the dplyr approach which constructs the query and only collects the results to the R session when collect() is called, or computes them when compute() is called.

We will now examine 2 options to use the prepared query lazily and without collecting the results into the R session.

**Invoking sql on a Spark session object**

Without going into further details on the invoke() functionality of sparklyr which we will focus on in the fourth installment of the series, if the desire is to have a “lazy” SQL that does not get automatically computed and collected when called from R, we can invoke a [sql method](https://spark.apache.org/docs/latest/api/scala/index.html#org.apache.spark.sql.SparkSession@sql(sqlText:String):org.apache.spark.sql.DataFrame) on a SparkSession class object.

The method takes a string SQL query as input and processes it using Spark, returning the result as a Spark DataFrame. This gives us the ability to only compute and collect the results when desired:

# Use the query "lazily" without execution:

normalized\_lazy\_ds <- sc %>%

spark\_session() %>%

invoke("sql", normalize\_temp\_query)

normalized\_lazy\_ds

##

## org.apache.spark.sql.Dataset

## [id: int, origin: string ... 15 more fields]

# Collect when needed:

normalized\_lazy\_ds %>% collect()

## # A tibble: 26,115 x 17

## id origin year month day hour temp dewp humid wind\_dir

##

## 1 1 EWR 2013 1 1 1 39.0 26.1 59.4 270

## 2 2 EWR 2013 1 1 2 39.0 27.0 61.6 250

## 3 3 EWR 2013 1 1 3 39.0 28.0 64.4 240

## 4 4 EWR 2013 1 1 4 39.9 28.0 62.2 250

## 5 5 EWR 2013 1 1 5 39.0 28.0 64.4 260

## 6 6 EWR 2013 1 1 6 37.9 28.0 67.2 240

## 7 7 EWR 2013 1 1 7 39.0 28.0 64.4 240

## 8 8 EWR 2013 1 1 8 39.9 28.0 62.2 250

## 9 9 EWR 2013 1 1 9 39.9 28.0 62.2 260

## 10 10 EWR 2013 1 1 10 41 28.0 59.6 260

## # … with 26,105 more rows, and 7 more variables: wind\_speed ,

## # wind\_gust , precip , pressure , visib ,

## # time\_hour , normTemp

**Using tbl with dbplyr’s sql**

The above method gives us a reference to a Java object as a result, which might be less intuitive to work with for R users. We can also opt to use dbplyr’s sql() function in combination with tbl() to get a more familiar result.

Note that when printing the below normalized\_lazy\_tbl, the query gets partially executed to provide the first few rows. Only when collect() is called the entire set is retrieved to the R session:

# Nothing is executed yet

normalized\_lazy\_tbl <- normalize\_temp\_query %>%

dbplyr::sql() %>%

tbl(sc, .)

# Print the first few rows

normalized\_lazy\_tbl

## # Source: spark

# Collect the entire result to the R session and print

normalized\_lazy\_tbl %>% collect()

## # A tibble: 26,115 x 17

## id origin year month day hour temp dewp humid wind\_dir

##

## 1 1 EWR 2013 1 1 1 39.0 26.1 59.4 270

## 2 2 EWR 2013 1 1 2 39.0 27.0 61.6 250

## 3 3 EWR 2013 1 1 3 39.0 28.0 64.4 240

## 4 4 EWR 2013 1 1 4 39.9 28.0 62.2 250

## 5 5 EWR 2013 1 1 5 39.0 28.0 64.4 260

## 6 6 EWR 2013 1 1 6 37.9 28.0 67.2 240

## 7 7 EWR 2013 1 1 7 39.0 28.0 64.4 240

## 8 8 EWR 2013 1 1 8 39.9 28.0 62.2 250

## 9 9 EWR 2013 1 1 9 39.9 28.0 62.2 260

## 10 10 EWR 2013 1 1 10 41 28.0 59.6 260

## # … with 26,105 more rows, and 7 more variables: wind\_speed ,

## # wind\_gust , precip , pressure , visib ,

## # time\_hour , normTemp

**Wrapping the tbl approach into functions**

In the approach above we provided sc in the call to tbl(). When wrapping such processes into a function, it might however be useful to take the specific DataFrame reference as an input instead of the generic Spark connection reference.

In that case, we can use the fact that the connection reference is also stored in the DataFrame reference, in the con sub-element of the src element. For instance, looking at our tbl\_weather:

class(tbl\_weather[["src"]][["con"]])

## [1] "spark\_connection" "spark\_shell\_connection"

## [3] "DBIConnection"

Putting this together, we can create a simple wrapper function that lazily sends a SQL query to be processed on a particular Spark DataFrame reference:

lazy\_spark\_query <- function(tbl, qry) {

qry %>%

dbplyr::sql() %>%

dplyr::tbl(tbl[["src"]][["con"]], .)

}

And use it to do the same as we did above with a single function call:

lazy\_spark\_query(tbl\_weather, normalize\_temp\_query) %>%

collect()

## # A tibble: 26,115 x 17

## id origin year month day hour temp dewp humid wind\_dir

##

## 1 1 EWR 2013 1 1 1 39.0 26.1 59.4 270

## 2 2 EWR 2013 1 1 2 39.0 27.0 61.6 250

## 3 3 EWR 2013 1 1 3 39.0 28.0 64.4 240

## 4 4 EWR 2013 1 1 4 39.9 28.0 62.2 250

## 5 5 EWR 2013 1 1 5 39.0 28.0 64.4 260

## 6 6 EWR 2013 1 1 6 37.9 28.0 67.2 240

## 7 7 EWR 2013 1 1 7 39.0 28.0 64.4 240

## 8 8 EWR 2013 1 1 8 39.9 28.0 62.2 250

## 9 9 EWR 2013 1 1 9 39.9 28.0 62.2 260

## 10 10 EWR 2013 1 1 10 41 28.0 59.6 260

## # … with 26,105 more rows, and 7 more variables: wind\_speed ,

## # wind\_gust , precip , pressure , visib ,

## # time\_hour , normTemp

**Combining multiple approaches and functions into lazy datasets**

The power of Spark partly comes from the lazy execution and we can take advantage of this in ways that are not immediately obvious. Consider the following function we have shown previously:

lazy\_spark\_query

## function(tbl, qry) {

## qry %>%

## dbplyr::sql() %>%

## dplyr::tbl(tbl[["src"]][["con"]], .)

## }

Since the output of this function without collection is actually only a translated SQL statement, we can take that output and keep combinining it with other operations, for instance:

qry <- normalize\_sql("flights", "dep\_delay", "dep\_delay\_norm")

lazy\_spark\_query(tbl\_flights, qry) %>%

group\_by(origin) %>%

summarise(mean(dep\_delay\_norm)) %>%

collect()

## Warning: Missing values are always removed in SQL.

## Use `mean(x, na.rm = TRUE)` to silence this warning

## This warning is displayed only once per session.

## # A tibble: 3 x 2

## origin `mean(dep\_delay\_norm)`

##

## 1 EWR 0.0614

## 2 JFK -0.0131

## 3 LGA -0.0570

The crucial advantage is that even though the lazy\_spark\_query would return the entire updated weather dataset when collected stand-alone, in combination with other operations Spark first figures out how to execute all the operations together efficiently and only then physically executes them and returns only the grouped and aggregated data to the R session.

We can therefore effectively combine multiple approaches to interfacing with Spark while still keeping the benefit of retrieving only very small, aggregated amounts of data to the R session. The effect is quite significant even with a dataset as small as flights (336,776 rows of 19 columns) and with a local Spark instance. The chart below compares executing a query lazily, aggregating within Spark and only retrieving the aggregated data, versus retrieving first and aggregating locally. The third boxplot shows the cost of pure collection on the query itself:

bench <- microbenchmark::microbenchmark(

times = 20,

collect\_late = lazy\_spark\_query(tbl\_flights, qry) %>%

group\_by(origin) %>%

summarise(mean(dep\_delay\_norm)) %>%

collect(),

collect\_first = lazy\_spark\_query(tbl\_flights, qry) %>%

collect() %>%

group\_by(origin) %>%

summarise(mean(dep\_delay\_norm)),

collect\_only = lazy\_spark\_query(tbl\_flights, qry) %>%

collect()

)

**Where SQL can be better than dbplyr translation**

**When a translation is not there**

We have discussed in the above that the set of operations translated to Spark SQL via dbplyr may not cover all possible use cases. In such a case, the option to write SQL directly is very useful.

**When translation does not provide expected results**

In some instances using dbplyr to translate R operations to Spark SQL can lead to unexpected results. As one example, consider the following integer division on a column of a local data frame.

# id\_div\_5 is as expected

weather %>%

mutate(id\_div\_5 = id %/% 5L) %>%

select(id, id\_div\_5)

## # A tibble: 26,115 x 2

## id id\_div\_5

##

## 1 1 0

## 2 2 0

## 3 3 0

## 4 4 0

## 5 5 1

## 6 6 1

## 7 7 1

## 8 8 1

## 9 9 1

## 10 10 2

## # … with 26,105 more rows

As expected, we get the result of integer division in the id\_div\_5 column. However, applying the very same operation on a Spark DataFrame yields unexpected results:

# id\_div\_5 is normal division, not integer division

tbl\_weather %>%

mutate(id\_div\_5 = id %/% 5L) %>%

select(id, id\_div\_5)

## # Source: spark [?? x 2]

## id id\_div\_5

##

## 1 1 0.2

## 2 2 0.4

## 3 3 0.6

## 4 4 0.8

## 5 5 1

## 6 6 1.2

## 7 7 1.4

## 8 8 1.6

## 9 9 1.8

## 10 10 2

## # … with more rows

This is due to the fact that translation to integer division is quite difficult to implement: We could certainly figure our a way to fix this particular issue, but the workarounds may prove inefficient:

tbl\_weather %>%

mutate(id\_div\_5 = as.integer(id %/% 5L)) %>%

select(id, id\_div\_5)

## # Source: spark [?? x 2]

## id id\_div\_5

##

## 1 1 0

## 2 2 0

## 3 3 0

## 4 4 0

## 5 5 1

## 6 6 1

## 7 7 1

## 8 8 1

## 9 9 1

## 10 10 2

## # … with more rows

# Not too efficient:

tbl\_weather %>%

mutate(id\_div\_5 = as.integer(id %/% 5L)) %>%

select(id, id\_div\_5) %>%

explain()

##

## SELECT `id`, CAST(`id` / 5 AS INT) AS `id\_div\_5`

## FROM `weather`

##

##

## == Physical Plan ==

## \*(1) Project [id#24, cast((cast(id#24 as double) / 5.0) as int) AS id\_div\_5#4273]

## +- InMemoryTableScan [id#24]

## +- InMemoryRelation [id#24, origin#25, year#26, month#27, day#28, hour#29, temp#30, dewp#31, humid#32, wind\_dir#33, wind\_speed#34, wind\_gust#35, precip#36, pressure#37, visib#38, time\_hour#39], StorageLevel(disk, memory, deserialized, 1 replicas)

## +- Scan ExistingRDD[id#24,origin#25,year#26,month#27,day#28,hour#29,temp#30,dewp#31,humid#32,wind\_dir#33,wind\_speed#34,wind\_gust#35,precip#36,pressure#37,visib#38,time\_hour#39]

Using SQL and the knowledge that Hive does provide a built-in [DIV arithmetic operator](https://cwiki.apache.org/confluence/display/Hive/LanguageManual+UDF#LanguageManualUDF-ArithmeticOperators), we can get the desired results very simply and efficiently with writing SQL:

"SELECT `id`, `id` DIV 5 `id\_div\_5` FROM `weather`" %>%

dbplyr::sql() %>%

tbl(sc, .)

## # Source: spark

Even though the numeric value of the results is correct here, we may still notice that the class of the returned id\_div\_5 column is actually numeric instead of integer. Such is the life of developers using data processing interfaces.

**When portability is important**

Since the languages that provide interfaces to Spark are not limited to R and multi-language setups are quite common, another reason to use SQL statements directly is the portability of such solutions. A SQL statement can be executed by interfaces provided for all languages – Scala, Java, and Python, without the need to rely on R-specific packages such as dbplyr.